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Å Bayesian inference derives the posterior probability P(H|E)as a consequence of three 
antecedents, a prior probability P(H), a likelihood P(E|H), and  a normalizing Constant P(E) . 
Bayesian inference computes the posterior probability according to Bayes' rule (diachronic 
interpretation):

Å Posterior probability P(H|E) = Our update in the probability of the hypothesis Hgiven some 
evidence E

Å Prior probability P(H) = Probability of our hypothesis H before we saw the evidence

Å Likelihood P(E|H) = Probability of seeing the evidenceEif our hypothesis H is true

Å Normalizing Constant P(E)=  Probability of the Eevidence under any circumstances
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Å Suppose there are two bowls of cookies. 
Å Bowl 1 contains 30 vanilla cookies and 10 chocolate cookies. 
Å Bowl 2 contains 20 of each.

Å Now suppose you choose one of the bowls at random and, without looking, select a cookie at 
random. The cookie is vanilla. 

Å What is the probability that it came from Bowl 1?

Å This is a conditional probability; we want p(Bowl 1 | vanilla), but it is not obvious how to 
compute it. 

Å If I ask a different questionτthe probability of a vanilla cookie given Bowl 1τit would be 
easy:  p(vanilla | Bowl 1) = 3/4 

Å We use Bayes Theorem!
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Å which reduces to 3/5.
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Å.ŀȅŜǎΩ wǳƭŜ can written as follows:

Å Now if we have 2 types of independent evidence E1, E2 that affects P(H)then we can 
chain their impacts on H together by having the Posterior Probability of E1 be the 
Prior Probability before E2:

Å In general, if we have N independent evidences E1ΣΧΣ9N then we have:
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Å Uses Bayesian methods to shrink the estimated sample variances towards a pooled estimate, 
resulting in far more stable inference when the number of arrays is small.

Å Compromisebetween unpooledand pooled t-Tests(i.e. - a method of partial-pooling)

Å Uses the evidenceabout the information from the total ensemble of genes to assist in the inference about 
each gene individually

Å A number of summary statistics are computed by the eBayes() function for each gene and each 
contrast:

Å M-value(M) is the log2-fold expression or fold change for a gene. 
Å A-value(A) is the average expression level for a gene across all the arrays and channels. 
Å Moderated t-statistic (t) is the ratio of the M-value over its posterior residual standard deviation (instead 

of standard deviation). Has the same interpretation as an ordinary t-statistic except that the standard 
deviations have been moderated across genes, borrowing information from the ensemble of genes to aid 
with inference about each individual gene (i.e. intelligent partial-pooling).

Å The moderated t-statistic follows a t-distribution with augmented degrees of freedom.
Å p-valuefor the moderated t-statistic, usually after some multiple hypothesis correction.
Å Moderated F-statistic (F) also borrows information from the ensemble
Å B-statistic (lodsor B) is the posterior log-oddsthat a gene is differentially expressed.


