Biology 644

Old Title: Bioinformatics for Molecular Biologists

Potential New Title: Integrated Bioinformatics
Using R for Both Wet and Dry Scientists
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Probability Distributions

* We use probability distributions that correctly model
real world phenomena over and over again
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Random Variable

* The mathematical rule (or function) that assigns a
given numerical value to each possible outcome of an
experiment in the sample space of interest

¢ Discrete random variables
* BernoulliRandom Variables
* Poisson Random Variables

e Continuous random variables
*  Normal Random Variables

Bernoulli Random Variables

* Atrialis repeated n times e L%

* Acoinistossed5 times
* Adieisrolled 25 times : s
* 50 patientsare screened 3

* Assumes p remains constant from trial to trial and
that the trials are statistically independent of each
other

* The Binomial Distribution models the probability of
obtaining x successes in n trials for all values of x,
when the probability of a success is p.

Binomial Distribution

* Example
*  Whatis the probability of obtaining 2 heads from a coin that was
tossed 5 times?
-~ .
* P(HHTTT)= (1/2 =1/32 @@ i
*  Butthereare more possibilities: Time
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*  P(2heads)=10x 1/32 = 10/32




Binomial Distribution

+ |ftrials resultin a series of success and failures:
FFSFFFFSFSFSSFFFFFSF...
Then the probability of x successes in that orderis
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*  However, if orderIs not Imporiant then

P tA . .
e
£A
where  GAE A Isthe numberof ways to obtainx successesin n
trials,andxl=x+ (x=1)+ (x=2)+ .0 2+ 1

Binomial Coefficients and Pascal’s Triangle

Tosses Possible Results (Grouped) Pascal's Triangle
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Binomial Coefficients and Pascal’s Triangle




Binomial Distribution

Probability mass function Cumulative distribution function
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The Poisson Distribution

* Whentherearea umber of trials, but a small
probabil , binomial calculations become
impractical and the Polsson approximation can be
used

*  Example: Number of deaths from horse kicks in the Prussian Army over
a certain time interval

* Uses the mean number of successes from n trials:
A = np over a relatively long time frame

*  Example: 64 deathsin 20 years from thousands of soldiers

The Poisson Distribution

*  |f we substitute A/n for p, and let n tend to infinity, the
binomial distribution becomes the Poisson distribution:
b L=

g

* Poisson distribution is applied where random events In space
or time are expe to oceur

"

* Deviation from Poisson distribution may indicate some degree
of non-randomness in the events under study

* |nvestigation of cause may be of interest




The Poisson Distribution

Probability mass function Cumulative distribution function
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Normal Distribution

. Dlscovered by de Moivrein 1733 as an approxim
bir ibution when the number of trails n

* Derived by Gauss in 1809

* Importance lies in the Central Limit Theorem, which states that
the sum of a large number of independent random variables
(binomial, Poisson, etc.) will approximate a normal distribution

* Example: Human height is determined by a large number of
factors, both genetic and environmental, which are additive in
their effects. Therefore, it follows a normal distribution.

Normal Distribution

* Acontinuous random variable is said to be normally
distributed with mean i /3 o? if its probability
density function is

*  f(x)is not the same as P(x)
* P(x) would be 0 for any specific x because the normal
distribution is continuous
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Normal Di

Probability density function

stribution

Cumulative distribution function
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Normal Distribution

As the number of discrete events
increases, the function begins to
resemble a normal distribution

0
Comparison of probability density functions o 1o
p(K) for the sum of fair 6-sided dice to show ) je
their convergence to a normal distribution ~ 2c:

with increasingn oo
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Standard Deviations

68%of values are within
1 standard deviatiorof the mean

95%of values are within
2 standard deviation®f the mean

99.7%of values are within
3 standard deviation®f the mean

d Deviations

68% N

99.7%




Normal Distribution
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Normal Distribution

* Asample of cod in Boston Harbor suggests that the
mean length of these fish is = 30 in. and 62 = 4 in.

* Assume that the length of cod is a normal random
variable

* |f we catch one of these fish in Boston Harbor what is

the probability that...

* itwillbeatleast31in.long?

* itwillbe no morethan32in.long?

* itslength will be between 26 and 29 inches?

Normal Distribution

What is the probability that it will be at least 31 in. long?
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X = Fish length (in.)

Normal Distribution

X (i Kithwill be no more than 32 in. long?
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X =Fish length (in.)




Normal Distribution

X { Kits [éngth will be between 26 and 29 inches?
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Useful Properties of the Normal Distribution
* 2 normaldistributionsX and Y can be
o E(X+Y) = E(X)+E(Y) and 0?(X+Y)= 6?(X)+ 0%(Y)

* A normal distribution can be transformed with shift and change of sca
operations

*  LetX~N(wo)andletY = aX+bwherea and b area constants

*  Change of scale is the operation of multiplying X by a constant “a”
whereby one unit of X becomes “a” units of Y.

*  Ashliftis the operation of adding a constant “b” to X whereby we simply
move our random variable X “b” units along the x-axis.

* IfXisa {om variable, then the new random variable Y created
by these operations on X is also a random ¢ 3l variable

For X~ N(p,0)and Y = aX+b

Standard Normally Distributed




